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Guide to Red Teaming Methodology on AI Safety is structured into main guide, Annex (detailed explanation document), 
and Supplementary document (examples of deliverables).

• Main guide systematically outlines the fundamental considerations for the red teaming methodology, dividing them into three Process 
(Process 1 to Process 3).

• Annex (detailed explanation document) provides guidance on implementation points when conducting red teaming in accordance with 
main guide, along with examples of deliverables for each Process.

• Supplementary document (examples of deliverables) presents sample outputs prepared during the red teaming based on main guide, 
including “Developing risk scenarios, attack scenarios, and results of attack scenarios implementation”, “the report of red teaming results”, 
and “the final report”.

Structure of the Guide to Red Teaming Methodology on AI Safety
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Guide to Red Teaming Methodology on AI Safety

Annex (detailed explanation 
document) [this document]

It provides a more practical 
explanation of Items and 

implementation points for each 
Process.

Main guide

It presents the fundamental 
considerations for the red teaming 

methodology.

Supplementary document 
(examples of deliverables)

It provides examples of deliverables 
prepared during the red teaming.
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• Red teaming (hereinafter referred to as RT) is a methodology used by individuals involved in the development and provision of AI systems
to evaluate the effectiveness of risk mitigation measures applied to the target AI system from an attacker's perspective.

• In September 2024, the "Guide to Red Teaming Methodology on AI Safety" (hereinafter referred to as RT Methodology Guide) was prepared 
to outline the fundamental considerations for RT.

• The RT Methodology Guide was systematically developed based on the AI Guidelines for Business, as well as a review of domestic and 
international literature and investigations of relevant industry practices. However, Process 2 (Planning and Conducting Attacks) in RT 
requires a high level of expertise, necessitating a more practical guide. To address this need, RT was conducted on an LLM system 
utilizing RAG, and insights gained from the results were incorporated into the guide.

Background

• The purpose of this document is to expand the RT Methodology Guide into a more practical resource by conducting RT in accordance 
with the guide and presenting insights gained from the results in Annex “detailed explanation document” (hereinafter referred to
as this document).
*The content presented in this document is merely an example, and organizations may modify and implement it as appropriate to suit 
their specific needs.

Purpose

The purpose of this document is to expand it into a more practical resource by conducting red teaming in accordance 
with Guide to Red Teaming Methodology on AI Safety and presenting insights gained from the results as the detailed 
explanation document.

1. Background and Purpose of the Detailed Explanation Document
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This document follows the Process flow outlined in main guide, providing sections on [Overview], [Details], and 
[Reference]. In particular, it focuses on Process 2 (Planning and Conducting Attacks / STEP 6 to STEP 10), which requires 
a high level of expertise, offering a more practical and detailed guide.

Supplementary document
(examples of deliverables)

Main guide

2. Role of the Detailed Explanation Document

Process

Process 1: Planning 
and Preparation

Process 2: Planning 
and Conducting 

Attacks

Process 3: Reporting 
and Developing 

Improvement Plans

(STEP 1)…
(STEP 2)…
(STEP 3)…
(STEP 4)…
(STEP 5)…

(STEP 6)…
(STEP 7)…
(STEP 8)…
(STEP 9)…
(STEP 10)…

(STEP 11)…
(STEP 12)…
(STEP 13)…
(STEP 14)…
(STEP 15)…

Items

5

Annex(detailed explanation document) 
[this document]

The overview of each Process and 
Items outlined in the RT 
Methodology Guide is 
documented.

[Details]

[Overview]

Guide to Red Teaming Methodology on AI Safety

[Reference]

The Items, implementation image, 
and implementation points for 
each of STEP 1 to STEP 15, as 
outlined in main guide, are 
documented. (See the next page)

An example of the specific items 
to be considered in each Process 
is documented.

Content SectionElement

Developing risk 
scenarios, attack 

scenarios, and results 
of attack scenarios 

implementation
(In Japanese)

The report of red 
teaming results

(In Japanese)

The final report
(In Japanese)

Title of example 
deliverables

Content

Example of developing risk 
scenarios, attack scenarios, 
and results of attack 
scenarios implementation, 
prepared in STEP 6 to STEP 8 
of main guide, are provided 
in Excel format.

An example of the report of 
red teaming results, 
prepared in STEP 12 of main 
guide, is provided in 
PowerPoint format.

An example of the final 
report, prepared in STEP 13 
of main guide, is provided in 
PowerPoint format.

“3. Explanation
of Each Process“

*Each slide is 
labeled with 
[Overview],

[Details], and 
[Reference] tags.
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2. Role of the Detailed Explanation Document

Items

The Items outlined in main guide are documented.

When conducting RT in accordance with main guide, key considerations for each STEP are documented as 
implementation points.

Implementation points 

The implementation image of RT is 
documented. 

Implementation image

In the [Details] section of this document, each of STEP 1 to STEP 15, as outlined in main guide, is explained in terms of RT 
Items, implementation image, and implementation points.
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3. Explanation of Each Process
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The RT Process consists of three parts: "Planning and Preparation," "Planning and Conducting Attacks," and "Reporting 
and Developing Improvement Plans."

3. Explanation of Each Process

Process Items
Chapter in
main guide

Process 1:
Planning and 
Preparation

✓ Deciding and launch the red team
✓ Identify and allocate budget and resources, and 

select and contract third party
✓ Planning
✓ Preparing the environment for red teaming
✓ Confirming escalation flow

Process 2:
Planning and 

Conducting Attacks

✓ Developing risk scenarios
✓ Developing attack scenarios
✓ Conducting attack scenarios
✓ Record keeping during red teaming during red 

teaming
✓ After conducting attack scenarios

Process 3:
Reporting and 

Developing 
Improvement Plans

✓ Analyzing the red teaming results
✓ Preparing the report of red teaming results and

implementing stakeholder review
✓ Preparing and reporting the final results
✓ Developing and implementing improvement plans
✓ Follow-up after improvement

Chapter 6.

Chapter 7.

Chapter 8.

8
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3. Explanation of Each Process
Process 1: Planning and Preparation
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3. Explanation of Each Process Process 1

• The target AI system development and provision manager or the 
department of information security and information systems prepares 
the proposal for the red teaming and makes a decision on conducting 
red teaming.

• Red team is established within the organization as described in the 
proposal.

• The red team prepares the red teaming plan after 
reviewing necessary actions such as 
understanding overview of the target AI system, 
and collaborates with other relevant stakeholders.

• Provision managers of the target AI system allocate a budget, determine 
the structure within the organization, and assign the necessary 
personnel.

• Other resources such as necessary tools are identified and allocated.

• In cases that the organization cannot allocate sufficient members for 
the red team, the organization should ask third party as attack 
planner/conductor.

Launch of the red team

＋

Proposal
・Final Approval of the proposal
・Decision to Implement RT

PlanPreparing the 
plan

Collaboration

Project team

STEP 3
Planning

STEP 1
Deciding and launch 

the red team

STEP 2
Identify and allocate 

budget and resources, 
and select and 

contract third party

Red team

10

Process 1: Planning and Preparation

Preparing the 
proposal

・Finalization of launch and implementation structure
・Assignment of necessary personnel

1 2 3 4 5
Process 1 Process 2 Process 3

Pr
oj

ec
t 

te
am

R
ed

 
te

am

:AI system expert[Legend] Project 
team

Red
team

:Attack 
planner/conductor

:Target AI system development 
and provision manager

:Other relevant 
stakeholders

:Business executive 
officers
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1 2 3 4 5

• Prepare the proposal for RT implementation and make 
the implementation decision.

• Launch the red team within the organization as outlined in 
the proposal.

• By gathering detailed information about the department managing the target system for RT, subsequent coordination 
with stakeholders—such as launching the red team—can be carried out smoothly.

• The composition of the red team should fundamentally include both attack planner/conductor and AI system expert.

Implementation points

[Details](STEP 1) Deciding and launch the red team

3. Explanation of Each Process Process 1

11

Proposal

Items Implementation image

Preparing the proposal

Project team
•  Purpose and necessity of RT
• Target system 
• Conducting outline
• Schedule
• Proposed structure
• Estimated costs, etc.

Submission for approval

Process 1 Process 2 Process 3

The proposal receives final approval, and the 
decision to implement RT is made

Target AI system 
development and 

provision manager

Business 
executive officers
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1 2 3 4 5

• The target AI system development and provision manager 
is responsible for securing the budget, finalizing the 
internal implementation structure, assigning necessary 
personnel, and ensuring the availability of required tools.

• Since RT implementation requires a high level of expertise, utilizing a third party as an attack planner/conductor can be 
an option if the internal structure is insufficient. Additionally, as confidential internal information may be handled 
during the RT process, it is essential to implement robust information security protection measures.

Implementation points

[Details](STEP 2) Identify and allocate budget and resources, and select and contract third party

3. Explanation of Each Process Process 1

12

Items Implementation image
Project team

＋

• Finalization of launch and implementation structure
• Assignment of necessary personnel

If the organization is unable to 
secure a sufficient 
implementation structure, 
utilizing a third party as the 
attack planner/conductor can 
be considered as an option

Process 1 Process 2 Process 3

Attack 
planner/conductor AI system expert Other relevant stakeholders

the risk management department, etc.

Target AI system 
development and 

provision manager
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• Based on Section 6.3.1 "Understanding the Overview of 
the Target AI System", Section 6.3.2 "Understanding the 
Usage Pattern of the Target AI System", and Section 6.3.3 
"Determining Red Teaming Types and Scope of 
Conducting" in main guide, the necessary items for RT 
implementation should be considered. Subsequently, the 
red teaming plan should be prepared, ensuring 
collaboration with other relevant stakeholders.

• As examples of items to be considered in Section 6.3.1 "Understanding the Overview of the Target AI System“ and 
Section 6.3.2 "Understanding the Usage Pattern of the Target AI System" of main guide, the items listed in [Reference] 
on P.14 can be considered.

• The red teaming plan should not be limited to the items described in STEP 3, but should be structured with 
consideration of the entire step from STEP 4 onward.

Implementation points

[Details](STEP 3) Planning

3. Explanation of Each Process Process 1
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• Understanding the Overview of the Target AI System 
(main guide Section 6.3.1)

• Understanding the Usage Pattern of the Target AI System
(main guide Section 6.3.2)

• Determining Red Teaming Types and Scope of Conducting
(main guide Section 6.3.3)

• Organizing the Schedule (main guide Section 6.3.4)

Implementation imageItems
Red team

Collaboration

Review the information 
on the right and prepare 
the red teaming plan

Attack 
planner/conductor AI system expert

Plan
• Background and purpose of RT
• Understanding the target system
• Overall schedule
• Items for each STEP

Process 1 Process 2 Process 3

Other relevant stakeholders
the risk management department, etc.
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[Reference](STEP 3) Examples of Items to be considered in Section 6.3.1 and Section 6.3.2

3. Explanation of Each Process Process 1

Examples of items to be considered in "Understanding the Overview of the 
Target AI System"

Examples of items to be considered in "Determining Red Teaming Types and 
Scope of Conducting"

14

Category Item

Understanding the 
overview of the target AI 
system

Overall system configuration diagram and network diagram 
of the AI system

Use cases of the AI system

Operational overview of the AI system

LLM comprising the AI system

Non-LLM components of the AI system

Data handled

Category Item

LLM usage patterns

(A) Usage patterns regarding LLM output

(B) Usage patterns regarding reference sources of LLM

(C) Usage patterns regarding LLM itself

Understanding the 
components other than 
LLM

Use of commercial plugins and libraries

Use of OSS plugins and libraries

Use of proprietary plugins and libraries developed in-house

Existing defense 
mechanisms

Pre-filtering mechanism to check inputs to the LLM

Defensive measures in the LLM itself

Post-filtering mechanism to check outputs from the LLM

Reinforcement learning with user feedback on inputs and 
outputs

Other materials to 
collect

User prompts set for the target LLM

System prompts

Deployment environment

API parameters

Status of fine-tuning implementation

Use of user data for training

Source of training data

Information on red teaming conducted by other 
organizations

Process 1 Process 2 Process 3
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3. Explanation of Each Process Process 1

• Prior to conducting red teaming, the content, scope 
of impact, schedule, and other relevant details 
should be communicated to stakeholders. 

• As needed, stakeholders are informed in advance 
and requested to temporarily disable monitoring 
settings, exclude themselves from monitoring, or 
ignore alerts.

• The red team confirms escalation flow in case of 
unexpected behavior or failure/trouble due to red 
teaming conducting.

R
ed

 te
am

Red team

• Preparing the environment for red teaming
• Advance notification to stakeholders regarding RT content, 

scope of impact, and scheduleCollaboration

Confirming the escalation flow

Red team

STEP 4
Preparing the 

environment for red 
teaming

STEP 5
Confirming escalation 

flow

15

Process 1: Planning and Preparation

Collaboration

1 2 3 4 5
Process 1 Process 2 Process 3

:AI system expert[Legend] Project 
team

Red
team

:Attack 
planner/conductor

:Target AI system development 
and provision manager

:Other relevant 
stakeholders

:Business executive 
officers
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• The red team collaborates with the target AI system 
development and provision manager to make the 
necessary preparations for the RT execution environment.

• During this process, the content, impact scope, and 
schedule of the planned RT should be communicated in 
advance to relevant stakeholders.

• If necessary, stakeholders should be informed 
beforehand, and requests can be made for temporary 
deactivation of monitoring settings, exclusion from 
monitoring targets, or ignoring alerts.

• The execution of RT may result in a large volume of detection logs being generated by the anomaly detection system. 
Therefore, in addition to preparing the RT execution environment, it is advisable to coordinate in advance with relevant 
stakeholders—particularly organizations involved with systems that may be affected by the attack scenarios—regarding 
the RT content, impact scope, and schedule.

Implementation points

[Details](STEP 4) Preparing the environment for red teaming

3. Explanation of Each Process Process 1

16

• Issuance of IDs, granting of access rights, and log collection
• If an anomaly detection system is in place, notify relevant 

stakeholders in advance and request temporary deactivation of 
monitoring settings as needed

• Advance notification to stakeholders regarding RT content, scope 
of impact, and schedule

Implementation imageItems
Red team

Collaborate and 
implement the items 
listed on the right

Target AI system 
development and 

provision manager

Process 1 Process 2 Process 3

Attack 
planner/conductor AI system expert
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• Before executing RT, the escalation flow should be 
confirmed to prepare for unexpected behaviors, failures, 
or issues that may arise.

• If a critical high-risk vulnerability is discovered, the 
information should be immediately shared with relevant 
stakeholders without waiting for the completion of the 
report of red teaming results. In such cases, the 
escalation flow for urgent reporting should also be 
confirmed in advance.

• Prior agreements should be established among stakeholders regarding measures for potential failures, operational 
impacts, or the discovery of critical vulnerabilities. This ensures that any unexpected situations occurring during RT 
execution can be handled swiftly and effectively.

Implementation points

[Details](STEP 5) Confirming escalation flow

3. Explanation of Each Process Process 1

17

Items Implementation image
Red team

Confirming the escalation flow
* Also, confirming the escalation flow for a critical high-risk vulnerability if 
discovered

Process 1 Process 2 Process 3

Target AI system 
development and 

provision manager

AI system expertAttack 
planner/conductor
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3. Explanation of Each Process
Process 2: Planning and Conducting Attacks
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3. Explanation of Each Process Process 2

• Considering 
the four 
factors 
(system 
configuration, 
system usage 
patterns, 
information 
assets to be 
protected, and 
evaluation 
perspectives 
on AI Safety), 
the attack 
planner/condu
ctor develops 
risk scenarios 
in the target 
domain and 
system use 
cases.

Red team

Domain expertsThe department in charge of 
information system, department in 

charge of information security

Data scientists The risk management 
department

St
ep

 6
-1

St
ep

 6
-2

St
ep

 6
-3

Sharing an overview of attack 
techniques and potential risks

Evaluating business risks and business impact while 
considering the effects on AI Safety evaluation perspectives

Developing risk scenarios for RT evaluation, focusing on those with a high likelihood of attack success, significant business impact, and substantial 
effects on AI Safety evaluation perspectives

Understanding the system 
configuration and organizing the 

flow of information

Identifying AI Safety evaluation 
perspectives to be considered and 

information assets

Identifying AI Safety concerns from 
an attacker’s perspective

[Example for developing risk scenarios]

Evaluating the possibility of attacks on the 
system, considering prerequisites, the 

potential impact on the system, and the scope 
of the impact

R
ed

 te
am

STEP 6
Developing 

risk scenarios

19

Process 2: Planning and Conducting Attacks

Attack 
planner/conductor

Target AI system 
development and 
provision manager

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

Legend
：Flow as described main guide

：Flow opposite to main guide

Identifying various risk scenarios through 
brainstorming and returning to previous 
Items as needed



AISI
Japan 

AI Safety 

Institute

• Based on the information obtained from Section 6.3.1 
"Understanding the Overview of the Target AI System" of 
main guide, the system configuration should be 
identified, and the flow of information between LLM 
inputs/outputs and other components should be 
organized.

• Organize a more detailed flow of information between LLM inputs/outputs and other components based on the system configuration 
diagram identified in Section 6.3.1 “Understanding the Overview of the Target AI System” of main guide.

• Figure 5 in Section 6.3.1 of main guide provides a reference example of an AI system configuration composed of two environments 
(development/operation).

• In [Example of deliverables: The report of red teaming results (In Japanese)] *, an example of a system configuration diagram is provided 
for a RAG-based internal business data utilization chatbot service.

Implementation points

[Details](STEP 6-1) Understanding the system configuration

3. Explanation of Each Process Process 2

20

Implementation imageItems

Understanding the system configuration and organizing 
the flow of information between LLM inputs/outputs and 
other components

Red team

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

*Guide to Red Teaming Methodology on AI Safety>Supplementary Document(Example of deliverables)>The report of red teaming results (In Japanese)

Attack 
planner/conductor
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Implementation image

• Identify the information assets that need protection 
based on the services and functions within the system, 
with a particular focus on critical information that must be 
safeguarded from attackers.

• Verify the required levels for each evaluation 
perspective of AI Safety.

• “The required levels for each evaluation perspective of AI Safety” should be defined by each organization, considering 
the characteristics of the individual AI system and the type of information handled.

• In [Developing risk scenarios, attack scenarios, and results of attack scenarios implementation (In Japanese)] and 
[Example of deliverables: The report of red teaming results (In Japanese)] *2, an example of the evaluation of required 
levels for AI Safety perspectives is provided.

Implementation points

[Details](STEP 6-2) Identifying AI Safety evaluation perspectives to be considered and information assets to be protected

3. Explanation of Each Process Process 2

21

Items

Identifying information assets to be protected from 
attackers and the required levels for each AI evaluation 
perspective of AI Safety

Red team

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

*1 Guide to Red Teaming Methodology on AI Safety>Supplementary Document(Example of deliverables)> Developing risk scenarios, attack scenarios, and results of attack scenarios 
implementation (In Japanese)*2 Guide to Red Teaming Methodology on AI Safety>Supplementary Document(Example of deliverables)> The report of red teaming results (In Japanese)

Attack 
planner/conductor
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[Legend]

• Develop risk scenarios.
• Risk scenarios is a scenario that specifically anticipates 

potential risks in an AI system and its operational 
environment, clarifying where threats may arise and their 
potential impact.

• For example, it can be developed by closely collaborating 
with relevant stakeholders while following the flowchart 
shown in the diagram on the right (implementation image).

• Consider the items corresponding to the roles of each stakeholder (e.g., attack planner/conductor, the department of 
information systems and information security) and develop risk scenarios while maintaining close collaboration.

• The [Reference] slide on the next page and [Example of deliverables: Developing risk scenarios, attack scenarios, and 
results of attack scenarios implementation (In Japanese)] * provide an explanation of the key considerations and 
procedures for developing risk scenarios.

Implementation points

[Details](STEP 6-3) Developing risk scenarios based on system configuration and usage patterns

3. Explanation of Each Process Process 2

22

Implementation imageItems
Red team

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

Sharing an overview of attack techniques and potential 
risks

Identifying AI Safety concerns from an attacker’s 
perspective

Evaluating business risks and business impact while 
considering the effects on AI Safety evaluation 

perspectives

Developing risk scenarios based on the above 
analyses

Evaluating potential attacks, prerequisites, impact 
level, and scope

：Attack planner/conductor

：AI system expert

：Target AI system development
and provision manager

：Other relevant stakeholders

Identifying various 
risk scenarios 
through 
brainstorming.
Return to previous 
Items as needed.

：Flow as described main 
guide

：Flow opposite to main 
guide

* Guide to Red Teaming Methodology on AI Safety>Supplementary Document(Example of deliverables)> Developing risk scenarios, attack scenarios, and results of attack scenarios 
implementation (In Japanese)
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Actor
Attack planner/conductor AI system expert (data scientists)

Other relevant stakeholders (the department in charge of information 
system, department in charge of information security)

Target AI system development 
and provision manager

AI system expert (domain experts)
Other relevant stakeholders (the 

risk management department)

All member (brainstorming)

Row B C D E F G・H I J-L O-X Y-AA AB・AC

Items 
for 

consider
ation

Areas of 
concern

Overview of 
attack 

techniques
Potential risks Feasibility of the 

attack Prerequisites Impact on the system
Business risks 
and business 

impact

Characteristics 
of end user and 
potential harm

Required levels 
for AI Safety 
evaluation 

perspectives

Overall risk

Determinati
on of RT 

implementa
tion scope

[Reference](STEP 6-3) Items for consideration by each stakeholder in developing risk scenarios

（STEP 6-3）システム構成と利用形態からリスクシナリオの作成 

実施者

有害情報の

出力制御

偽誤情報の

出力・誘導の

防止

公平性と

包摂性

ハイリスク利用・

目的外利用

への対処

プライバシー保

護
セキュリティ確保

説明可能性

(RT対象外)
ロバスト性

データ品質

(RT対象外)

検証可能性

(RT対象外)

高 高 低 低 中 高 中 中 高 高

7 LLMシステムの入力処理部分
文字化けデータや誤入力といった予期せぬ入力が行わ

れることで出力が安定しなくなる。

・システムの不安定化

・異常な出力の生成

・処理効率の低下

中

・特殊な入力操作の知識が必要

・入力サニタイズの不備

・異常値処理の不足

中

・システムの一時的な機能低下
当該LLMシステム内

・サービス品質の低下

・ユーザー満足度の低下

・技術的知識を持つユーザー

・システムの限界を試すユーザー

・一般利用者

・業務利用者

・不安定なシステムへの不満

・異常な出力による業務影響

・処理効率の低下による業務影響

R-7

文字化けデータや誤入力といった予期せぬ入力が行われることで出力

が安定しなくなる。

その結果、異常な出力によるロバスト性低下や処理効率の低下が引

き起こされ、サービス品質の低下やユーザー満足度の低下などの被害

が発生。

●

中

システムの安定性に影

響を与えるが、永続的

な被害は限定的

中 中 ●

1 LLMシステムへの入力プロンプト部分

悪意のあるプロンプトを用いて、システムの意図された動

作を回避し、機密情報の漏洩や不正な動作を引き起

こす

・社内機密情報の漏洩

・不適切なレスポンスの生成

・システムの制御の迂回

基本的な攻撃：中～高

（一般的なプロンプト操作）

高度な攻撃：低～中

（システムの詳細な理解が必要）

・エンドユーザーがプロンプト入力可能

・入力検証が不十分

・高度な攻撃の場合、システムアーキテ

クチャの理解

中～高

・システムの信頼性の低下

・セキュリティ境界の侵害

当該LLMシステム内

・レピュテーションの低下

・法的責任の発生

・顧客信頼の喪失

・権限拡大を目指す一般従業員

・不満を持つ現職・退職予定の従業員

・他部門の情報に関心を持つ管理職

・機密情報を扱う部門の従業員

・人事・経理部門のスタッフ

・経営層や役員

・社員の個人情報漏洩

・不適切なレスポンス生成による業務影響
R-1

LLMシステムに悪意のあるプロンプトが入力され、システムの意図され

た動作を回避される。

その結果、機密情報の漏洩や不正な不適切な動作が引き起こされ、

レピュテーションの低下や法的責任の発生、顧客信頼の喪失などの甚

大な被害となる。

● ● ● ● 高 高 高 ●

3 LLMシステムの入力プロンプト/出力部分 DoS攻撃によりシステムが停止される

・システムの応答遅延や停止

・トークン消費量の急増

・GPU/CPUリソースの枯渇

・他ユーザーへのサービス影響

中～高

・LLMの特性を理解した攻撃が可能

・トークン数制限の不備

・再帰処理の制限不足

・リソース使用量の監視不足

・コスト管理の不備

高

・システム全体の処理遅延

・高額なAPIコストの発生

・リソースの過剰消費

当該LLMシステム内

・運用コストの急増

・サービス品質の低下

・他ユーザーへの影響

・リソース枯渇による業務停止

・LLMの動作特性を理解する技術者

・コスト増加を狙う悪意のある利用者

・システムの限界を試すユーザー

・同一リソースを利用する他ユーザー

・リアルタイム性を要求される業務の従事者

・コスト管理部門

・応答遅延や停止による業務影響

・利用料金の増加

・他サービスへ遅延伝搬

R-3

DoS攻撃によりシステムが停止される。

その結果、システムの応答遅延や停止、トークン消費量の急増、

GPU/CPUリソースの枯渇が引き起こされ、他ユーザーへのサービスに

影響を与え、業務停止や企業イメージの低下、顧客信頼の喪失など

甚大な被害となる。

●
高

システムリソースとコスト

への影響が大

中～高 高 ●

4 LLMシステムの出力部分 不正な入力により有害な応答が出力される。

・不適切なコンテンツの生成

・差別的な発言の出力

・偽誤情報の提供

中

・出力操作には特定の技術が必要

・出力フィルタリングの不備

・モデルの適切な制御の欠如

中～高

・システムの信頼性に直接影響
当該LLMシステム内

・企業イメージの低下

・法的リスク

・顧客信頼の喪失

・システムの挙動を理解する技術者

・悪意のある一般ユーザー

・出力情報に依存する意思決定者

・一般エンドユーザー

・差別的な発言を受けることによる精神的被

害

・不適切なコンテンツ使用による倫理違反

・提供された偽誤情報の使用による信頼低下

R-4

不正な入力により有害な応答が出力される。

その結果、差別的な発言の出力や誤った情報の提供が引き起こされ、

企業イメージの低下、法的リスク、顧客信頼の喪失などの被害が発

生。

● 中 中 中～高 ●

2 LLMシステムのナレッジDB
悪意のあるデータを参照先であるナレッジDBに不正な

データを混入させ、システムの出力を操作

・偽誤情報の提供

・バイアスのかかった応答の生成

・システムの性能低下

中

・データ更新プロセスへのアクセスが必要

・技術的な専門知識が必要

・データ更新の権限を持つ

・データの品質チェックが不十分

高

・システム全体の信頼性に影響

・長期的な影響の可能性

当該LLMシステム内

・サービス品質の低下

・誤った意思決定の誘導

・コンプライアンス違反

・文書登録権限を持つ一般社員

・承認者の立場を悪用する管理職

・不正確な情報を意図的に登録する従業員

・ナレッジベースに依存する新入社員

・他部門の情報を参照する中間管理職

・全社的な意思決定を行う経営層

・提供された偽誤情報の使用による信頼低下

・バイアスのかかった応答使用による倫理違反

・システムの性能低下による業務影響

R-2

悪意のあるデータを参照先であるナレッジDBに、不正なデータを混入

させ、システムの出力が操作されることで、偽誤情報など不適切な出

力が発生する。

その結果、偽誤情報がの提供や、バイアスのかかった応答の生成、シ

ステムの性能低下など引き起こされ、サービス品質の低下や誤った意思

決定の誘導、コンプライアンス違反など甚大な被害となる。

● ●
高

システム全体の信頼性

に影響あり

中 高 ●

5 LLMシステムのナレッジDB

LLMへのアクセス権限と、ドキュメントへのアクセス権限が

一致しておらず、閲覧権限のないドキュメントが閲覧され

る。

・閲覧権限のないドキュメントの閲覧

・機密情報の不正取得

・アクセス制御の迂回

中～高

・アクセス権限の不一致を悪用

低

・アクセス権限が管理されていない環境

であるため

・アクセス制御の不適切な実装

・権限管理の不備

高

・機密情報漏洩のリスク
参照先のナレッジDB

・情報漏洩による損失

・コンプライアンス違反

・セキュリティ事故

・権限の差異を理解する従業員

・情報収集に関心のある従業員

・機密情報の所有者

・管理部門

・社員の個人情報の漏洩

・会社の機密情報やノウハウ等の漏洩

・アクセス権限の迂回による不正操作等

R-5

LLMへのアクセス権限と、ドキュメントへのアクセス権限が一致してお

らず、閲覧権限のないドキュメントが閲覧される。

その結果、閲覧権限のないドキュメントの参照や機密情報の不正取

得、アクセス制御の迂回などが引き起こされ、甚大な被害となる。

● ● 高
中～高

低

高

中～低
(見送り)

6 LLMシステムのナレッジDB

アプリ利用者が参照できないドキュメントをアプリ管理者

がアップロードしてしまい、アプリ利用者に閲覧されてしま

う。

・機密情報の意図しない公開

・情報漏洩

高

・管理者の操作ミスで発生

・文書アップロード時の権限チェック不足

・管理者の確認プロセス不備

高

・機密情報の直接的な漏洩
参照先のナレッジDB

・機密情報漏洩

・法的責任

・信用失墜

・システム管理者

・文書登録権限保持者

・機密情報の所有部門

・情報セキュリティ部門

・社員の個人情報の漏洩

・会社の機密情報やノウハウ等の漏洩
R-6

アプリ利用者が閲覧できないドキュメントをアプリ管理者がアップロー

ドしてしまい、アプリ利用者に閲覧されてしまう。

その結果、機密情報の意図しない公開や、情報漏洩などが引き起こさ

れ、甚大な被害となる。

● ● 高
高

高 ●

検討

項目

総合的なリスク評価特筆すべきエンドユーザーの特性とエンドユーザーへの被害等

前提条件 実際に想定されるシステム

への影響度

実際に想定されるシステム

への影響範囲

攻撃の実現性引き起こされる可能性のあるリスク

システムへの影響 AIセーフティの評価観点 に求められる水準   (→ Step 6-2 及びI列、L列 )

リスクシナリオ事業リスク・事業インパクト
攻撃者側： エンドユーザー側：

懸念箇所

※システム構成、利用形態を基に判断

今回のRT実施対象の決定

判断理由・備考等採否
エンドユーザーへの

直接的・間接的被害

影響度×実現性

(Y列、Z列)

攻撃の実現性

  (→E列)

影響度

 (→G列、O～X列)

No.攻撃手法の概要

　　対象 AI システムの開発・提供管理者

　　AI システムに関連する有識者

　　リスクマネジメント部門
　　全員 (ブレーンストーミング)

　　情報システムの主管部

　　情報セキュリティの主管部

　　データサイエンティスト

レッドチーミングのリーダまたは責任者が総合的なリスクを記

載するこことし、採用対象を判断する。

高中低の目安

高：- 特別な技術知識が不要

- 一般的なツールで実行可能

- 既知の攻撃手法が流用可能

- 内部の仕組みを理解する必要がない

中：- 基本的な技術知識が必要

- カスタムツールの作成が必要

- 既存手法の改変が必要

- システムの基本的な理解が必要

低：- 高度な専門知識が必要

- 新規の攻撃手法開発が必要

- システムの詳細な理解が必要

- 特別な権限や環境が必要

高中低の目安

高：- システム全体の停止

- 機密情報の直接的な漏洩

- 重要機能の完全な停止

- 広範なユーザーへの影響

- 事業継続に重大な支障

中：- 特定機能の一時的な停止

- 部分的な情報漏洩

- パフォーマンスの著しい低下

- 限定的なユーザーへの影響

- 業務効率の低下

低：- 軽微な機能障害

- 非機密情報の露出

- 一時的な性能低下

- 極めて限定的な影響

- 通常運用で対処可能

その他の関連ステークホルダー

情報システムの主管部

情報セキュリティの主管部

AIシステムに関連する有識者

データサイエンティスト
攻撃計画・実施者 AIシステムに関連する有識者

ドメインエキスパート

対象AIシステムの

開発・提供管理者

その他の関連ステークホルダー

リスクマネジメント部門

事業リスク・インパクト(I列)やエンドユーザーへの被害(L列)を踏まえ、それぞれのリスクシナリオが、がどの評価観点に関

連するのかを星取表で表現する。

なお、AIセーフティの評価観点のうち、RTによる評価の対象外である「説明可能性」「データ品質」「検証可能性」との関

連についは、RT実施対象とするリスクシナリオの決定には直接の影響がないため、グレーアウトしている。

また、本対象システムに「求められる水準」が低とされた「公平性と包摂性」「ハイリスク利用・目的外利用への対処」

に関しても、考慮の優先度の観点からグレーアウトしている。

AIセーフティの達成度合いをもとに対象とする

AIシステムにおいて重点的に注視すべき評価

観点を把握した上で、システム構成図、利用

形態などから関連するコンポーネントを把握し、

OWASP LLM Top10などのベースとなる専

門知識を活用して当該システムにおける懸念

箇所を導出する。

OWASP LLM Top10などに記載の脆弱性を

参照した上で、対象とするAIシステムの構成図

や当該システムの利用形態で再現しうる脆弱

性を推測し、攻撃手法の概要を導出する。

対象とするAIシステムの構成図、利

用形態、保護すべき情報資産などを

考慮し、導出された懸念箇所に対し

て攻撃が成立した場合にどのようなリ

スクの可能性があるのかを導出する。

攻撃手法やリスク、および攻撃が

成立する前提条件を把握した上で、

システムの構成図、利用形態などから

関連するコンポーネントに照らしたとき

にどの程度攻撃の実現性があるかを

導出する。

攻撃手法の概要をもとに、必要に応

じて公知情報からさらに調査し、どのよ

うな条件下で成立しうるのかを導出す

る。

AIセーフティの達成度合いをも

とに対象とするAIシステムにおい

て注視すべき評価観点を考慮

しつつ、リスクが顕在化した場合

の影響の広さ、深さの観点を考

慮し影響度を導出する。

リスクが引き起こされた場

合、参照先のナレッジDB

単体、当該LLMシステム、

当該LLMシステム以外の

自社システム、顧客への

影響等、どのような範囲で

影響があるのかを導出する。

攻撃が成立した場合のシステム

の影響度、影響範囲から、自

組織に与える影響、ステークホ

ルダーに与える影響の観点で事

業リスク・事業インパクトを導出

する。

※双方に与える影響を含む

対象AIシステムの想定エンドユーザの属性、引き起こされるリスクの可能性を把握し、攻撃者/被害者としてどのような特性のエンドユーザが想定されるのかを具体的に

導出する。

（1/27 NRIS）

攻撃実現性を精査し、修正。
（1/27 NRIS）

攻撃実現性を精査し、修正。

（1/27 NRIS）

・「影響度×実現性」が「中」以上のものを採

システムへの影響度(G列)や、AIセーフティ

の評価観点(O～X列)のうち、RTによる評

価の対象外である「説明可能性」「データ品

質」「検証可能性」を除く7項目について、求

められる水準の高・中・低を考慮して、それぞ

れのリスクシナリオによる影響度を評価する。

例えば、関連性のある評価観点(O～X列)

について、高＝３，中＝２，低＝１ と数

値化し、その累積和を参考に、影響度を算

定してもよい。

影響度(Y列)や攻撃の実現性

(E列)を踏まえて、総合的なリ

スクを評価する。

例えば、下記のような算定表

を目安として用いてもよい。

          

   

    

   
    

    

    

[Example of deliverables]
Developing risk scenarios, attack 

scenarios, and results of attack scenarios 
implementation (In Japanese) *
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6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

Note that the format of the example in [Example of deliverables] differs from the Developing Attack Scenarios examples (Tables 4–6) in Section 7.2.3 of main guide. However, the method 
presented in the deliverables example is only one approach, and organizations may adapt and modify their implementation methods as needed.

Actor and Items for consideration in developing risk scenarios

* Guide to Red Teaming Methodology on AI Safety>Supplementary Document(Example of deliverables)> Developing risk scenarios, attack scenarios, and results of attack 
scenarios implementation (In Japanese)

:AI system expert[Legend] :Attack 
planner/conductor

:Target AI system development 
and provision manager

:Other relevant 
stakeholders



AISI
Japan 

AI Safety 

Institute[Reference](STEP 6-3) Example of process for each Item in developing risk scenarios

* Guide to Red Teaming Methodology on AI Safety>Supplementary Document(Example of deliverables)> Developing risk scenarios, attack scenarios, and results of attack scenarios implementation 
(In Japanese)> ”(STEP 6-2) The required levels for each evaluation perspective of AI Safety” sheet

Actor
Attack planner/conductor AI system expert (data scientists)

Other relevant stakeholders (the department in charge of information 
system, department in charge of information security)

Target AI system development 
and provision manager

AI system expert (domain experts)
Other relevant stakeholders (the 

risk management department)

All member (brainstorming)

Row B C D E F G・H I J-L O-X Y-AA AB・AC

Items 
for 

consider
ation

Areas of 
concern

Overview of 
attack 

techniques
Potential risks Feasibility of the 

attack Prerequisites Impact on the system
Business risks 

and
business impact

Characteristics 
of end user and 
potential harm

Required levels 
for AI Safety 
evaluation 

perspectives

Overall risk

Determinati
on of RT 

implementa
tion scope

Example 
of

process

Derive potential 
attack targets from 
the system 
configuration 
diagram of the 
target AI system by 
identifying areas of 
concern.
Based on the 
required levels for 
AI Safety 
evaluation 
perspectives, 
determine key 
evaluation 
perspectives in 
advance and 
conduct the 
analysis utilizing 
expert knowledge.

Identify potential 
vulnerabilities for the 
listed areas of 
concern and derive 
an overview of 
possible attack 
techniques.
Refer to known 
vulnerability lists 
such as OWASP LLM 
Top 10, and analyze 
the system 
configuration and 
usage patterns of the 
target AI system to 
evaluate relevant 
attack methods.

Consider the system 
configuration, usage 
patterns, and critical 
information assets of 
the target AI system, 
identify the potential 
risks that may arise if 
an attack succeeds 
against the identified 
areas of concern.

Evaluate the 
feasibility of the 
identified areas of 
concern and attack 
techniques by 
determining how 
likely the attacks can 
be executed.
Analyze the attack 
methods, associated 
risks, and 
prerequisites for a 
successful attack, 
while considering the 
system configuration 
and usage patterns 
of the target AI 
system.

Based on the 
overview of attack 
techniques, conduct 
additional research if 
necessary to 
determine the 
conditions under 
which the attack 
could successfully 
be executed.

■Expected level of 
Impact on the 
System

Determine the extent 
of the system impact 
if the identified risk 
materializes.
Evaluate this based 
on the required 
levels for AI Safety 
evaluation 
perspectives, 
considering the key 
evaluation 
perspectives that 
should be prioritized.

■Expected scope of 
Impact on the 
System

Determine the scope 
of impact if the risk 
materializes, 
including  the 
referenced 
knowledge database 
alone, the LLM 
system, internal 
systems other than 
the LLM system, and 
effects on customers.

Derive business risks 
and business impact 
by evaluating the 
level and scope of 
impact on the 
system if an attack 
succeeds, 
considering both the 
effects on the 
organization itself 
and stakeholders.
*Include the impact 
on both parties.

Identify the 
characteristics of the 
target system’s 
expected end user, 
considering both 
attackers and victims.
For attackers, list 
their skills and 
motivations to use as 
reference 
information for 
developing risk 
scenarios.
For victims, outline 
end user attributes 
and enumerate the 
direct and indirect 
harm that could 
result.

Determine which 
evaluation 
perspectives the risk 
scenarios aligns with 
and create matrix 
table.
Refer to the required 
levels for AI Safety 
evaluation 
perspectives defined 
in the reference 
materials (*) to 
ensure 
comprehensive 
coverage.
If any evaluation 
perspectives are 
insufficiently 
addressed, the risk 
scenarios are 
redeveloped.

The RT leader 
or responsible 
person derives 
the overall risk 
based on the 
feasibility of 
the attack and 
its impact on 
the system.

Refer to the 
next page for 
details on the 
calculation 
method and 
relationships 
of overall risk.

The RT leader 
or responsible 
person 
determines 
whether to 
proceed with 
RT 
implementatio
n based on the 
overall risk 
evaluation 
results and 
documents 
the decision 
along with the 
rationale.

Actor and Items for consideration in developing risk scenarios

3. Explanation of Each Process Process 2
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6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

:AI system expert[Legend] :Attack 
planner/conductor

:Target AI system development 
and provision manager

:Other relevant 
stakeholders



AISI
Japan 

AI Safety 

Institute[Reference](STEP 6-3) Example of the overall risk evaluation process

Feasibility of the Attack

H M L

Impact 
on the 

System

H H H M

M H M M

L M M L

All memberTarget AI system development and 
provision manager

AI system expert
Other relevant stakeholders

Attack planner/conductor
AI system expert

Other relevant stakeholders

Feasibility of the attack

Impact on the system
Business risks and business 

impact

Characteristics of end user
and potential harm

Reevaluation of 
System Impact

Overall risk evaluation

Determination of RT implementation scope

Required levels for AI Safety 
evaluation perspectives

3. Explanation of Each Process Process 2
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A
ctor

Item
s for consideration

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

Note: This calculation logic is only 
an example, and organizations 
may use their own risk evaluation 
methods or other calculation 
logic.

• As an example of an overall risk evaluation method, the feasibility of the attack and its impact on the system can be considered.
• The impact on the system should be assessed by considering business risks and impacts, the characteristics of end users, and the required levels for AI Safety 

evaluation perspectives.
:AI system expert[Legend] :Attack 

planner/conductor
:Target AI system development 
and provision manager

:Other relevant 
stakeholders

Control of 

Toxic 

Output

Prevention 

of 

Misinformati

on, 

Disinformati

on and 

Manipulatio

n

Fairness and 

Inclusion

Addressing 

High-risk 

Use and 

Unintended 

Use

Privacy 

Protection

Ensuring 

Security

Explainabilit

y
Robustness

Data 

Quality)
Verifiability

High High Low Low
Midiu

m
High

Midiu

m

Midiu

m
High High

R-1

A malicious prompt is input into the LLM system, circumventing the 

intended operation of the system. This results in the leakage of 

confidential information and inappropriate activities, leading to 

significant damages such as reputational decline, legal liabilities, and 

loss of customer trust.

● ● ● ●

R-2

Malicious data is mixed into the knowledge database, manipulating the 

system's outputs, which leads to inappropriate outputs such as 

misinformation. This results in the provision of false information, 

generation of biased responses, and degradation of system performance, 

causing significant damage including reduced service quality, misguided 

decision-making, and compliance violations.

● ●

R-3

The system is halted due to a DoS attack. This causes response delays or 

system downtime, a rapid increase in token consumption, and resource 

depletion, ultimately affecting services to other users, leading to 

operational shutdowns, decreased corporate image, and loss of customer 

trust.

●

R-4

Harmful responses are output due to fraudulent input. This results in 

discriminatory statements or the provision of incorrect information, 

causing damage such as decreased corporate image, legal risks, and loss 

of customer trust.

●

R-5

Inconsistencies between access rights to the LLM and document access 

lead to unauthorized viewing of documents. This results in unauthorized 

reference to restricted documents and illegal acquisition of confidential 

information, causing significant damage.

● ●

R-6

An app administrator uploads a document that app users are not 

supposed to access, resulting in unauthorized visibility. This causes 

unintended disclosure of confidential information and potential data 

leaks, leading to significant damage.

● ●

R-7

Unexpected inputs such as garbled data or erroneous entries cause 

unstable outputs. This leads to operational instability and decreased 

processing efficiency due to abnormal outputs, ultimately resulting in 

diminished service quality and lower user satisfaction.

●

No. Risk Scenario

Required levels for AI Safety evaluation (→ Step 6-2 and Columns I, L)
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Levels
(Scoring) Feasibility of the attack Impact on the system

Explanation Determine the likelihood of attack execution (occurrence).
The following are examples for each level.

Determine the impact on the system.
The following are examples for each level.

H(+3)

-No specialized technical knowledge required
-Executable with common tools
-Known attack techniques can be reused
-No need to understand internal mechanisms

-Complete system shutdown
-Direct leakage of confidential information
-Total failure of critical functions
-Widespread impact on users
-Severe disruption to business continuity

M(+2)

-Basic technical knowledge required
-Creation of custom tools needed
-Modification of existing attack techniques required
-Basic understanding of the system necessary

-Temporary shutdown of specific functions
-Partial information leakage
-Significant performance degradation
-Limited impact on specific users

L(+1)

-Advanced expertise required
-Development of new attack techniques needed
-Detailed understanding of the system necessary
-Special privileges or specific environments required

-Minor functional disruptions
-Exposure of non-confidential information
-Temporary performance degradation
-Extremely limited impact
-Manageable within normal operations

Feasibility of the attack

H(+3) M(+2) L(+1)

Impact on the 
system

H(+3) H(6) H(5) M(4)

M(+2) H(5) M(4) M(3)

L(+1) M(4) M(3) L(2)

H

M

L

Requires action in the current system

No action required in the current system

Requires action in the current system or during the next 
replacement

[Criteria]

26Note: This calculation logic is only an example, and organizations may use their own risk evaluation methods or other calculation logic.

3. Explanation of Each Process Process 2

Overall risk evaluation

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

• Classifying the feasibility of an attack and its impact on the system can help derive overall risk evaluation metrics.
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ｘ

• The attack 
planner/con
ductor 
examines 
what 
attacks are 
actually 
possible 
according 
to the risk 
scenarios 
developed, 
and 
develops 
specific 
attack 
scenarios 
to be 
conducted 
by red 
teaming.

Red team

St
ep

 7
-1

St
ep

 7
-2

St
ep

 7
-3

• Investigating major component specifications
• Deriving RT implementation options based on the classification of each component within the 

system configuration

• Determining target environment, access points for red teaming
• Evaluating which environment to conduct RT for each component
• Listing potential access points

• Developing attack scenarios
• Developing scenarios from an attacker's perspective
• Structuring the attack based on the typical defense mechanisms in LLMs
• Considering real-world attack techniques, attack trends, actual incident cases, and 

commonly overlooked security gaps
• Referring to security frameworks as well

R
ed

 te
am STEP 7

Developing 
attack 

scenarios

3. Explanation of Each Process Process 2
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Process 2: Planning and Conducting Attacks

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

Attack 
planner/conductor
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• Based on the information obtained from Section 7.1.1 
"Understanding the System Configuration" and Section 
6.3.3 "Determining Red Teaming Types and Scope of 
Conducting" in main guide, classify each component 
within the system configuration as a commercial service, 
open-source software (OSS), or in-house development. 
Using the classification results, derive detailed options for 
RT implementation methods.

• By investigating major component specifications, it becomes clear whether white-box testing is feasible or if only black-
box testing is feasible. This understanding allows for the derivation of detailed options for RT implementation methods.

[Details](STEP 7-1) Investigating major component specifications

3. Explanation of Each Process Process 2
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Items

Implementation points

Implementation image

Deriving RT implementation options

Red team

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

Attack 
planner/conductor
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• Based on the information obtained from Section 6.3.3 
"Determining Red Teaming Types and Scope of 
Conducting" in main guide, evaluate the environment in 
which RT is conducted for each component. Additionally, 
consider the access points for RT execution.

• For each component, evaluate whether RT should be conducted in the in-operation environment, staging environment, 
or development environment.

• While considering access points for RT execution, this step should be limited to identifying possible access point 
options.

Implementation points

[Details](STEP 7-2) Determining target environment, access points for red teaming

3. Explanation of Each Process Process 2
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Items Implementation image

• Evaluating which environment to conduct RT for each component
• Listing potential access points

Red team

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

Attack 
planner/conductor
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• The attack planner/conductor develops attack scenarios 
based on the risk scenarios.

• Attack scenarios are a plan that defines, from an 
attacker’s perspective, which environment to target, 
which access points to use, and what combination of 
attack techniques to employ, based on a specific risk 
scenario.

• It is effective to consider attack scenarios from multiple 
perspectives.

• Considering representative defense mechanisms in LLM systems, reported attack techniques, attack trends, real-world 
incidents, and commonly overlooked security measures can lead to the effective execution of RT.

• An example of developing attack scenarios is provided in [Example of deliverables: Developing risk scenarios, attack 
scenarios, and results of attack scenarios implementation (In Japanese)] *.

Implementation points

[Details](STEP 7-3) Developing attack scenarios

3. Explanation of Each Process Process 2
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Items Implementation image

Developing scenarios from an attacker's perspective

Red team

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

* Guide to Red Teaming Methodology on AI Safety>Supplementary Document(Example of deliverables)> Developing risk scenarios, attack scenarios, and results of attack 
scenarios implementation (In Japanese)

Attack 
planner/conductor
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• Attack 
scenarios 
are 
conducted 
by 
dropping 
specific 
attack 
signatures.

Red team

St
ep

 8
-1

St
ep

 8
-2

St
ep

 8
-3

• Red teaming on individual prompts
• Aiming to identify effective attack techniques
• Utilizing automation tools for exploration is efficient; however, manual verification is also 

necessary

• Developing attack signatures and procedures for conducting attack scenarios
• Compiling the finalized attack scenarios and procedures for conducting attack scenarios
• Working backward from the perspective of triggering unexpected behaviors to develop attack 

signatures

• Red teaming for the entire LLM system
• Verifying the results based on the procedures for conducting attack scenarios
• Iterating by tuning attack signatures based on output feedback or exploring alternative attack 

signatures

R
ed

 te
am STEP 8

Conducting 
attack 

scenarios

3. Explanation of Each Process Process 2
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Process 2: Planning and Conducting Attacks

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

Attack 
planner/conductor
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• To identify fundamental vulnerabilities and attack 
techniques in LLMs, conduct RT targeting individual 
prompts.

• Input attack signatures into the target system.
• An attack signature refers to a specific input or pattern 

used to execute a particular attack technique.

• In RT targeting individual prompts, a large number of attack signatures that can be prepared independently of the target 
system are input to identify effective attacks. The next page explains the positioning of RT for individual prompts.

• The results of RT for individual prompts using automation tools are provided in [Example of deliverables:Developing risk 
scenarios, attack scenarios, and results of attack scenarios implementation (In Japanese)】 *.

Implementation points

[Details](STEP 8-1) Red teaming on individual prompts

3. Explanation of Each Process Process 2
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Items Implementation image
Red team

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

* Guide to Red Teaming Methodology on AI Safety>Supplementary Document(Example of deliverables)> Developing risk scenarios, attack scenarios, and results of attack 
scenarios implementation (In Japanese)

Attack 
planner/conductor
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3. Explanation of Each Process Process 2
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STEP 6
Developing risk scenarios

STEP 7
Developing attack scenarios

STEP 8-1
Red teaming on individual prompts

STEP 8-2
Developing attack signatures and 
procedures for conducting attack 

scenarios

STEP 8-3
Red teaming for the entire LLM system

List of risk scenarios

List of attack scenarios

Detailing

Execution of individual prompt tests
(LLM core)

Results of individual 
prompt tests

Trend analysis of the target LLM 
(from a vulnerability perspective)

Automation tools

Manual (OPTION)

Consideration of attack techniques not 
supported by automation tools

(e.g., multi-turn attacks)

Identification of potentially 
effective attack techniques
(OPTION)

Identification of potentially 
effective attack techniques

Developing attack signatures and procedures for 
conducting attack scenarios

AI agentManualManual + AI agent

• Comprehensive knowledge and expertise on 
attack techniques

• Understanding security measures for LLM-
related components (e.g., RAG, etc.)

• System configuration
• Characteristics of the target system, etc.

Mapping

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

• During RT for individual prompts, a large number of attack signatures that can be prepared independently of the target system are fed into identify 
effective attacks.

• Since prompt injection attacks need to be conducted at scale, leveraging automation tools is recommended. However, for attack techniques not 
yet supported by these tools, such as multi-turn attacks, manual execution should also be considered.
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• Based on the results of individual prompt testing, develop 
the actual attack signatures to be input.

• For each attack scenario, develop a step-by-step 
execution procedure.

• Procedures for conducting attack scenarios is a 
structured, reproducible set of steps that outlines the 
specific attack signatures to be input, environment 
configurations, and attack execution methods.

• Consider outputs that could introduce risks to the system and develop input attack signatures by reverse-engineering the desired outputs from the perspective 
of the attack planner/conductor.

• Instead of directly using the attack signatures from individual prompt testing, modifications may be necessary. There is no fixed procedure for making these 
modifications, making it essential to stay updated on the latest attack techniques and trends.

• An example of developing attack signatures is provided in [Example of deliverables: The report of red teaming results (In Japanese)] *1. In addition, the actual 
procedures for conducting the attack scenarios is shown in [Example of deliverables: Developing risk scenarios, attack scenarios, and results of attack 
scenarios implementation (In Japanese)*2.

Implementation points

[Details](STEP 8-2) Developing attack signatures and procedures for conducting attack scenarios

3. Explanation of Each Process Process 2

34

Implementation imageItems
Red team

• Developing the finalized attack scenarios and compile 
them into procedures for conducting attack scenarios.

• Working backward from the perspective of triggering 
unexpected behaviors to develop attack signatures for 
input into the LLM

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

*1 Guide to Red Teaming Methodology on AI Safety>Supplementary Document(Example of deliverables)> The report of red teaming results (In Japanese)*2 Guide to Red Teaming 
Methodology on AI Safety>Supplementary Document(Example of deliverables)> Developing risk scenarios, attack scenarios, and results of attack scenarios implementation (In Japanese)

Attack 
planner/conductor
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• Based on the procedures for conducting attack scenarios 
developed in STEP 8-2, input a series of attack signatures 
into the target AI system and verify the results.

• Review the output results of the attack signatures, and if 
necessary, modify them to produce outputs that align 
with the goals of the attack planner/conductor, then re-
input them.

• The attack planner/conductor inputs attack signatures 
multiple times to refine the attacks.

• In LLM systems, behavior is probabilistic and non-deterministic, meaning an attack may succeed after multiple 
attempts. Therefore, even when using the same attack signature, it is recommended to attempt the attack multiple 
times.

• The results of the attack scenarios are shown in [Example of deliverables: Developing risk scenarios, attack scenarios, 
and results of attack scenarios implementation (In Japanese)*.

Implementation points

[Details](STEP 8-3) Red teaming for the entire LLM system

3. Explanation of Each Process Process 2
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Implementation imageItems
Red team

RT targets system

Input

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

Attack 
planner/conductor

Inputting attack signatures based on the procedures for 
conducting attack scenarios

* Guide to Red Teaming Methodology on AI Safety>Supplementary Document(Example of deliverables)> Developing risk scenarios, attack scenarios, and results of attack scenarios 
implementation (In Japanese)
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• Records of red teaming in progress are kept in 
order to maintain a trail of the details of the red 
teaming conducted.

• The attack planner/conductor notifies the 
stakeholders, such as the development and 
provision managers of the target AI system and the 
department of information systems and 
information security, that red teaming attacks are 
finished.

• The temporary account for red teaming is deleted, 
and the settings are restored if any defensive 
measures that temporarily alter or relax the system 
settings have been implemented.

R
ed

 te
am

STEP 10
After conducting 
attack scenarios

STEP 9
Record keeping during 

red teaming

3. Explanation of Each Process Process 2
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Process 2: Planning and Conducting Attacks
Red team

• Obtaining record during red teaming, documenting it in the report, and sharing it 
with relevant stakeholders

• For manual RT, capturing all attack signatures
• If an attack is successful, taking screenshots as evidence

Red team

• Requesting the following actions from relevant stakeholders:
• Notifying them of RT completion
• Deleting temporary accounts created for RT
• Restoring any configuration change

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

:AI system expert[Legend] Project 
team

Red
team

:Attack 
planner/conductor

:Target AI system development 
and provision manager

:Other relevant 
stakeholders

:Business executive 
officers
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Items

• To preserve detailed evidence of the conducted RT, obtain 
record during red teaming.

• The collected records should be properly protected 
following the organization's document management 
policies and confidential information handling regulations 
and stored for the designated retention period.

• For RT using automation tools, logs should be collected using the logging functionality of the tool. For manual RT, one 
approach is to set up a proxy along the attack path to capture all passing attack signatures.

• If an attack is successful, a screenshot (screen capture) should be taken as evidence.

Implementation points

[Details](STEP 9) Record keeping during red teaming

3. Explanation of Each Process Process 2
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Implementation image

• For RT using automation tools, logs should be collected through the 
tool's logging functionality

• For manual RT, one approach is to set up a proxy along the attack path 
to capture all passing attack signatures

• If an attack is successful, capture screenshots (screen captures) of the 
LLM’s output results as evidence

Red team

Ensuring RT execution records are collected with the following considerations:

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

AI system expertAttack 
planner/conductor
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Items

• Notify relevant stakeholders, such as the target AI system 
development and provision manager and the department 
of information systems and information security, after 
conducting attack scenarios.

• Delete any temporary accounts used for RT. Additionally, 
if defense measures were temporarily changed, revert 
them to their original settings.

• After RT completion, revert any temporary accounts issued for RT and restore modified settings to their original state.

Implementation points

[Details](STEP 10) After conducting attack scenarios

3. Explanation of Each Process Process 2
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Implementation image
Red team

Other relevant stakeholders
the department in charge of information system, 

department in charge of information security

• Deactivating or deleting temporary 
accounts issued for RT execution

• Restoring any defense measures that 
were temporarily changed

Notifying RT completion and requesting the 
following actions:

6-1 6-2 6-3 7-1 7-2 7-3 8-1 8-2 8-3 9 10
Process 1 Process 2 Process 3

AI system expertAttack 
planner/conductor

Target AI system 
development and 

provision manager



AISI
Japan 

AI Safety 

Institute
A

IS
I

Ja
p
a
n
 A

I 
S
a
fe

ty
 I
n
st

it
u
te

3. Explanation of Each Process
Process 3: Reporting and Developing Improvement Plans

39
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• Collecting and organizing logs and evidence
• Preparing the overview of RT
• Preparing the report of red teaming results and implementing stakeholder review

• Analyzing the implementation results
• Conducting additional verification 

and discussions as needed

[Overview](STEP 11) Analyzing the results, (STEP 12) Preparing the report of red teaming and review

3. Explanation of Each Process Process 3

• The attack planner/conductor analyzes the results obtained 
from red teaming.

• If necessary, additional confirmation of the information to 
be analyzed is made with relevant departments, such as the 
development and provision manager of the target AI system, 
the department in charge of information systems, and the 
department in charge of information security.

• Based on the vulnerabilities discovered during the 
red teaming exercise, the attack planner/conductor 
prepares logs and trails to prepare the overview of 
RT.

• The attack planner/conductor prepares the report 
of red teaming results and review it for factual 
errors, as necessary, with provision manager of the 
target AI system and with other relevant 
stakeholders.

R
ed

 te
am

Red team

report of 
results

STEP 12
Preparing the report of 

red teaming results 
and implementing 
stakeholder review

STEP 11
Analyzing the red 
teaming results

40

Process 3: Reporting and Developing Improvement Plans
Red team

11 12 13 14 15
Process 1 Process 2 Process 3

Stakeholder reviewing and reporting

:AI system expert[Legend] Project 
team

Red
team

:Attack 
planner/conductor

:Target AI system development 
and provision manager

:Other relevant 
stakeholders

:Business executive 
officers
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• The attack planner/conductor analyzes the results obtained from 
RT.

• If necessary, the attack planner/conductor may request additional 
information from relevant departments, such as the target AI 
system development and provision manager or the department in 
charge of information system and information security, to support 
the analysis. Following this, the prerequisites for discovered 
vulnerabilities are verified, and potential damages, business 
impact, and necessary countermeasures are discussed.

• If a critical and urgent vulnerability is identified, it must be 
immediately shared with relevant stakeholders, and 
countermeasures should be considered.

• The attack planner/conductor collaborates with relevant departments and, if necessary, requests additional 
information to support the analysis. The prerequisites for discovered vulnerabilities are also verified, and an 
understanding of potential damages and business impact is aligned with stakeholders.

Implementation points

[Details](STEP 11) Analyzing the red teaming results

3. Explanation of Each Process Process 3
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Items

Conducting additional verification and discussing prerequisites 
and business impact as needed

Implementation image
Red team

Analyzing the implementation results

11 12 13 14 15
Process 1 Process 2 Process 3

AI system expertAttack 
planner/conductor

Other relevant stakeholders
the department in charge of information system, 

department in charge of information security

Target AI system 
development and 

provision manager
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• The attack planner/conductor compiles logs, evidence, 
and other records based on the discovered vulnerabilities 
and presents them as an overview of RT.

• The attack planner/conductor then prepares the report of 
red teaming results and conducts a review with the 
target AI system development and provision manager and 
other relevant stakeholders to ensure there are no factual 
inaccuracies.

• At the stage of preparing the report of red teaming results, the focus is on fact-checking the results, rather than analyzing business 
impact.

• In the report of red teaming results, providing descriptions of the attack signatures used and explaining how the results pose risks or 
harm helps stakeholders develop a shared understanding more effectively.

• An example of the report of red teaming results is provided in [Example of deliverables: the report of red teaming results (In Japanese)] *.

Implementation points

[Details](STEP 12) Preparing the report of red teaming results and implementing stakeholder review

3. Explanation of Each Process Process 3
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Items

Report of 
results

Implementation image
Red team

Reviewing and reporting the report of red teaming results

• Overview of RT
• Potential Improvement Measures
• Insights or suggestions, etc.

Preparing the report of red teaming results

11 12 13 14 15
Process 1 Process 2 Process 3

* Guide to Red Teaming Methodology on AI Safety>Supplementary Document(Example of deliverables)> the report of red teaming results (In Japanese)

AI system expertAttack 
planner/conductor

Report of 
results

Other relevant stakeholders
the department in charge of information system, 

department in charge of information security

Target AI system 
development and 

provision manager
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Project team

Compiling the final report

Report of 
results

Reporting

Final 
report

Project team

• Preparing the improvement plans
• Follow-up after improvements

[Overview](STEP 13) Preparing and reporting the final results ～ (STEP 15) Follow-up

• The development and provision managers of the 
target AI system should prepare a final report of the 
red teaming, based on the report of red teaming 
results reported by the attack planner/conductor.

• If necessary, present the final report to the 
management team.

• The provision manager of the target AI system 
prepares improvement plans, specifying 
improvement measures to address business risks 
and other factors.

• When preparing improvement plans and measures, 
the project team should determine priorities based 
on the level of urgency and risk.

• The progress of measures implemented based on the improvement 
plans should be checked at management meetings as appropriate.

• After implementing improvements measures, it is advisable to check 
the status of measures, review documents, or conduct red teaming 
again if necessary, to confirm that the vulnerability has been properly 
addressed and the risk has been mitigated.

Pr
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m

STEP 15
Follow-up after 

improvement

STEP 13
Preparing and 

reporting the final 
results

STEP 14
Developing and 
implementing 

improvement plans

3. Explanation of Each Process Process 3
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Process 3: Reporting and Developing Improvement Plans

11 12 13 14 15
Process 1 Process 2 Process 3

Improvement 
plans

• Submitting the improvement report for approval
• Report on the progress of improvement measures

Discussing findings based 
on the final report

:AI system expert[Legend] Project 
team

Red
team

:Attack 
planner/conductor

:Target AI system development 
and provision manager

:Other relevant 
stakeholders

:Business executive 
officers
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• The target AI system development and provision manager 
prepares the final report based on the report of red 
teaming results prepared by the attack planner/conductor.

• In the final report, considerations are made regarding 
business impact based on the system-level risks 
identified in the report of red teaming results, from the 
perspective of actual business operations. Subsequently, 
a risk-based evaluation is conducted on the likelihood of 
attack success and potential damages.

• If necessary, the final report is presented to business 
executive officers.

• While the purpose of the report of red teaming results is fact verification, the purpose of the final report is to analyze 
business impact from an actual business perspective and conduct a risk-based evaluation.

• The metrics for risk-based evaluation can be referenced from the overall risk evaluation metrics considered during 
developing risk scenarios.

• An example of the final report is provided in [Example of deliverables: the final report (In Japanese)] *.

Implementation points

[Details](STEP 13) Preparing and reporting the final results 

3. Explanation of Each Process Process 3
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Items Implementation image

Preparing the final report

Report of 
results

• Consideration of business impact
• Risk-based evaluation of attack success likelihood 

and potential damages
• Direction for improvements and potential 

countermeasures, etc.

Reporting

Final 
report

Project team

Business 
executive officers

11 12 13 14 15
Process 1 Process 2 Process 3

* Guide to Red Teaming Methodology on AI Safety>Supplementary Document(Example of deliverables)> the final report (In Japanese)

Target AI system 
development and 

provision manager

Attack 
planner/conductor
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• The target AI system development and provision manager 
considers business risks and other factors to develop 
specific improvement measures and prepare the 
improvement plans.

• When considering specific improvement measures and 
the improvement plans, priorities should be determined 
based on urgency and risk level.

• After obtaining approval from business executive officers, 
the improvement plans are finalized.

• When preparing the improvement plans, prioritize the improvement measures listed in the final report based on 
urgency and risk level, considering their business impact.

• Consider not only system-related improvements but also organizational measures, such as revising operational 
processes.

Implementation points

[Details](STEP 14) Developing and implementing improvement plans
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Items Implementation image
Project team

• Discussing findings 
based on the final report

• Preparing the 
improvement plans

• Specific improvement measures
• Countermeasure prioritization
• Emergency measures / interim measures / permanent measures
• Preventive measures /detection measures / response measures
• Organizational measures

Improvement 
plans

Other relevant stakeholders
the department of information systems 

and information security, the risk 
management department , etc.

Submitting the improvement report for approval
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• The progress of improvement measures implemented 
based on the improvement plans should be periodically 
reviewed in executive meetings or other relevant forums.

• After implementing the improvement measures, it is 
recommended to verify the status of countermeasure 
settings, conduct document reviews, or, if necessary, 
conduct RT again. Subsequently, it is advisable to confirm 
that the identified vulnerabilities have been properly 
addressed and that the associated risks have been 
mitigated.

• By ensuring strict progress management and conducting RT again, if necessary, a continuous improvement cycle can 
be maintained, enabling the promotion of effective and practical improvement activities.

Implementation points

[Details](STEP 15) Follow-up after improvement
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Items Implementation image

Providing progress reports on 
improvement measures as needed

• Verifying the implementation status of countermeasures
• Conducting document reviews
• Conducting RT again if necessary

Conducting the following actions as part of the follow-up:

11 12 13 14 15
Process 1 Process 2 Process 3

Target AI system 
development and 

provision manager

Business 
executive officers



AISI
Japan 

AI Safety 

Institute

AISI
Japan AI Safety Institute

47


	既定のセクション
	スライド 1: Guide to Red Teaming Methodology on AI Safety (Version 1.10)  Detailed Explanation Document  AI Safety Institute (March 31, 2025)
	スライド 2
	スライド 3: Table of Contents
	スライド 4: The purpose of this document is to expand it into a more practical resource by conducting red teaming in accordance with Guide to Red Teaming Methodology on AI Safety and presenting insights gained from the results as the detailed explanation docu
	スライド 5
	スライド 6: In the [Details] section of this document, each of STEP 1 to STEP 15, as outlined in main guide, is explained in terms of RT Items, implementation image, and implementation points.

	第1工程：実施計画の策定と実施準備
	スライド 7
	スライド 8: The RT Process consists of three parts: "Planning and Preparation," "Planning and Conducting Attacks," and "Reporting and Developing Improvement Plans."
	スライド 9
	スライド 10: [Overview](STEP 1) Launch the team～(STEP 3) Planning
	スライド 11: [Details](STEP 1) Deciding and launch the red team
	スライド 12: [Details](STEP 2) Identify and allocate budget and resources, and select and contract third party
	スライド 13: [Details](STEP 3) Planning
	スライド 14: [Reference](STEP 3) Examples of Items to be considered in Section 6.3.1 and Section 6.3.2
	スライド 15: [Overview](STEP 4) Preparing the environment, (STEP 5) Confirming escalation flow
	スライド 16: [Details](STEP 4) Preparing the environment for red teaming
	スライド 17: [Details](STEP 5) Confirming escalation flow

	第2工程：攻撃計画・実施
	スライド 18
	スライド 19: [Overview](STEP 6) Developing risk scenarios
	スライド 20: [Details](STEP 6-1) Understanding the system configuration
	スライド 21: [Details](STEP 6-2) Identifying AI Safety evaluation perspectives to be considered and information assets to be protected
	スライド 22: [Details](STEP 6-3) Developing risk scenarios based on system configuration and usage patterns
	スライド 23
	スライド 24
	スライド 25
	スライド 26
	スライド 27: [Overview](STEP 7) Developing attack scenarios
	スライド 28: [Details](STEP 7-1) Investigating major component specifications
	スライド 29: [Details](STEP 7-2) Determining target environment, access points for red teaming
	スライド 30: [Details](STEP 7-3) Developing attack scenarios
	スライド 31: [Overview](STEP 8) Conducting attack scenarios
	スライド 32: [Details](STEP 8-1) Red teaming on individual prompts
	スライド 33: [Reference]Role of red teaming on individual prompts
	スライド 34: [Details](STEP 8-2) Developing attack signatures and procedures for conducting attack scenarios
	スライド 35: [Details](STEP 8-3) Red teaming for the entire LLM system
	スライド 36: [Overview](STEP 9) Record keeping, (STEP 10) After conducting attack scenarios
	スライド 37: [Details](STEP 9) Record keeping during red teaming 
	スライド 38: [Details](STEP 10) After conducting attack scenarios

	第3工程：結果のとりまとめと改善計画の策定
	スライド 39
	スライド 40: [Overview](STEP 11) Analyzing the results, (STEP 12) Preparing the report of red teaming and review
	スライド 41: [Details](STEP 11) Analyzing the red teaming results
	スライド 42: [Details](STEP 12) Preparing the report of red teaming results and implementing stakeholder review
	スライド 43: [Overview](STEP 13) Preparing and reporting the final results ～ (STEP 15) Follow-up
	スライド 44: [Details](STEP 13) Preparing and reporting the final results 
	スライド 45: [Details](STEP 14) Developing and implementing improvement plans
	スライド 46: [Details](STEP 15) Follow-up after improvement
	スライド 47


